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\textbf{A B S T R A C T}

In this article, we provide an overview of the literature on chilling effects and corporate profiling, while also connecting the two topics. We start by explaining how profiling, in an increasingly data-rich environment, creates substantial power asymmetries between users and platforms (and corporations more broadly). Inferences and the increasingly automated nature of decision-making, both based on user data, are essential aspects of profiling. We then connect chilling effects theory and the relevant empirical findings to corporate profiling. In this article, we first stress the relationship and similarities between profiling and surveillance. Second, we describe chilling effects as a result of state and peer surveillance, specifically. We then show the interrelatedness of corporate and state profiling, and finally spotlight the customization of behavior and behavioral manipulation as particularly significant issues in this discourse. This is complemented with an exploration of the legal foundations of profiling through an analysis of European and US data protection law. We find that while Europe has a clear regulatory framework in place for profiling, the US primarily relies on a patchwork of sector-specific or state laws. Further, there is an attempt to regulate differential impacts of profiling via anti-discrimination statutes, yet few policies focus on combating generalized harms of profiling, such as chilling effects. Finally, we devise four concise propositions to guide future research on the connection between corporate profiling and chilling effects.
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1. Introduction

On January 30, 2019, the Wall Street Journal (WSJ) published an article on how New York life insurers, in the future, may use social media profiles to determine insurance premium rates (Scism, 2019). This prompted the WSJ to issue a series of “life hacks” for insurance surveillance camouflage, including tips on how to behave on social media in order to bypass insurers’ profile evaluations. Some of the aforementioned “life hacks” included: (1) do not post photos of yourself smoking, (2) post pictures of yourself exercising (but not while engaging in a risky sport), (3) use fitness tracking devices to show you are concerned about your health, (4) purchase food from healthy online meal-preparation services, and (5) visit the gym with mobile location-tracking enabled (while leaving your phone at home when you go to a bar). As much as these recommendations impose on and restrict daily life, they may seem relatively benign. When taken together, such modifications of social media and mobile phone usage can have a considerable impact on human development, namely via autonomy, creativity, social identity experimentation (without fear of repercussions), and multifaceted deviance from dominant sociocultural norms. This modification of behavior prompts the question of whether these practices, and the regulatory conditions under which they operate, deter individuals from legitimate behavior, i.e., whether they create chilling effects.

In this article, we address the following question: Do profiling activities, conducted by corporations, lead to chilling effects? Although a seemingly simple question, chilling effects are neither apparent and straightforward nor always directly and exclusively linked to the consequences of profiling. More often than not, chilling effects can be intangible and difficult to identify and quantify (Čas et al., 2014). While analyzing behavioral changes of general interest, we focus our attention on behavioral deterrence or inhibitions, or so-called chilling effects, of profiling activities. Therefore, we make a distinction between behavior that aims to avoid an undesired image or action (e.g., chilling effects), and other forms of behavioral changes, which aim to approach a desired image or action (e.g., assertive self-presentation) (Marder et al., 2016; Schütz, 1998). In this sense, we rely on Penney’s (2017) definition of chilling effects, used in the context of state surveillance, as well as on Marder et al.’s (2016) broader definition, which understands chilling effects as the “impact of surveillance by the audience(s) on constraining behavior” (p. 582). These behavioral constraints can manifest as self-censorship, self-restraint, or as silencing effects. We understand profiling, in this context, to broadly include any technique that automatically processes data related to individuals in order to develop predictive knowledge for the purpose of constructing profiles, forming a basis for future decision-making (Bosco et al., 2015; Hildebrandt, 2008; see definition in Section (2) What is Profiling?).

We first explore how corporations use profiling techniques to translate data points into inferences in Section (2). By defining the term profiling and elaborating on the resulting new knowledge produced - and used - by corporations in the digital age, we lay a foundation to discuss the impacts of profiling in Section (3). Next, we define chilling effects to help analyze the link between profiling algorithms and state surveillance by government authorities. In this section, we start by taking a broader lens by first determining the effects of corporate profiling, via a comparison to state profiling. Then, we survey the limited body of literature on corporate surveillance techniques via profiling and its impact on society and individuals. In Section (4), the article transitions to the regulatory frameworks currently in place that might address corporate profiling. We contrast the European approach, which focuses on data protection law and the central role of the GDPR, with the US approach, which comprises of sector-specific consumer protection and anti-discrimination laws. Finally, we derive a roadmap for future interdisciplinary work and for empirical assessments that can further explore the relationship between chilling effects and corporate profiling in Section (5), comprising of five focus areas for research. Section (6) offers a brief concluding discussion and summary.

2. Profiling: from data points to inferences

2.1. What is profiling?

Both the public and private sectors are interested in building reliable inferences that can guide their decision-making. While we include literature on profiling activities by government authorities and the link between profiling and state surveillance, the main focus of our article is how corporations utilize algorithmic profiling and the effects this may have on the profiled individual. Profiling is defined here as the systematic and purposeful recording and classification of data related to individuals—a profile is thus a compilation of data referring to an individual. Moving into the digital age has transformed profiling into automated algorithmic profiling and—in the age of big data—has enabled the creation of profiles from much more extensive data sources. Some of the core drivers of this development are the increase of digital data availability, a shift from demographic to individualized targeting, real-time experimentation, and platformization (Tufekci, 2014).

Automated profiling is a result of the data mining process (Hildebrandt, 2008). In this process, algorithms mine for patterns of correlations within the data. Thus, profiling is inductive: it produces new knowledge from existing knowledge by analyzing correlations (Bosco et al., 2015). Although correlations only contain information on whether the pattern of deviance from a mean is similar for two variables of interest, this still holds predictive potential: without any reference to a cause, we can estimate “a probability that things will turn out the same in the future” (Hildebrandt, 2008, p. 18). In this way, profiling algorithms embody a discovery-based approach more so than a traditional assumption-driven approach (Hildebrandt, 2008 referring to Custers, 2004; Bosco et al., 2015; EU FRA, 2018). This reflects a more general distinction between the social science and computer science approaches to data analysis (see Wallach, 2018): a parsimonious, interpretable, and thus, transparent explanatory model to guide or inform human reasoning, typical for the former, is qualitatively very different from a complex, non-interpretative predictive model (“black box”) geared towards replacing human reasoning, which is typical for the latter. On the relevance
of this discovery-based approach, which we propose is the dominant one among corporate profiling activities. Wallach (2018) notes that “[t]here is a substantial difference between a model that is 95% accurate because of noise and one that is 95% accurate because it performs perfectly for white men, but achieves only 50% accuracy when making predictions about women and minorities” (p. 44).

The private sector is, in particular, interested in the classification of data points that relate to a specific user (or category of users). Examples include data relating to online and offline purchases, census records, online surfing behaviors and interests, location data, and the like. Such data are valuable as they allow for the creation of profiles that enable a service provider to target individuals through ads or product/service placement. Described as a panoptic sort in the 1990s, there are many examples that illustrate how an individual’s information can be used to determine their economic value (Gandy, 1996). One prominent example is Facebook’s “Lookalike Audiences” service for advertisers, which matches the demographic and interest-based profiles of existing users and customers to prospective ones. This enables scaled targeting, even with regards to race - a discriminatory user attribute that is not directly available by itself (see Speicher et al., 2018).

Another example of how the private sector creates profiles of users. Twenty mobile applications, which researchers had flagged as highly “intrusive” in terms of data gathering, were analyzed. By illustrating the location patterns of one individual in an interview setting, the interviewee became aware of the amount of data collected New York Times (2018). She acknowledged that her increased awareness over the created location profiles made her feel uncomfortable. The question of whether such profiles might chill someone’s behavior was left unanswered.

2.2. From profiles to inferences

“Successful pricing strategies, marketing campaigns, and political campaigns depend on the ability to optimally target consumers and voters.” (Chen et al., 2017, p. 197). Therefore, corporations have an incentive to profile users through the exploitation of commercially-derived inferences. Corporations primarily create profiles to more effectively position relevant, targeted ads to their potential customers. Advertising may be a legitimate business, yet this carries great potential for malicious uses of the data if the corporation’s interests shift, or third parties, including governments, gain access to these profiles (see Christl, 2017).

Profiles are often fed with personal data provided by the users themselves, but the automated inferences drawn from existing, “non-sensitive,” or voluntarily disclosed information can stray substantially from any human judgment or possible inferences imagined by the user who provided their data. Corporations can build profiles based on different data types. Rao et al. (2015) looked into profiles from three different companies—Bluekai, Google, and Yahoo—and listed the following data types that were recorded: demographic data (e.g., age, education, income range, home value), data on interests and attitudes (e.g., health-related searches, likely travel destinations, likelihood of buying American), behavioral data (e.g., past purchases), geographic location, technical specifications (e.g., IP address, browser), and predictive data (e.g., credit card interest score). Consequently, inferences about individuals or groups are made based on profiling. Inferences encompass predictions about future actions or inactions, general characteristics, and specific preferences. These data categories can paint a detailed picture of an individual by combining “banal” information, such as the browser version used, with predicted attributes, such as home value. Inferences can be communicated overtly to the user (e.g., recommendations for a specific music show or restaurant), can be merely assumed by the user (e.g., advertisement that is not obviously related to a past search), or can be hidden entirely (e.g., data being assembled and sold by data brokers, such as Acxiom, or by other third parties, as was the case in the Cambridge Analytica scandal). Users certainly express concerns about how their data is used, yet counter-measures offered by corporations, such as anonymization, constitute a poor corrective because of the possibility to re-identify or deanonymize profiles through the combination of data sources (Chen et al., 2017).

What harms may users experience from such use of their data? While being shown relevant ads could be perceived as beneficial, discrimination is one example of a negative outcome (Noble, 2018). What we focus on here, however, is the more subtle and long-term effects of corporate profiling activities, and/or users’ fragmented awareness thereof, resulting in a potential deterrence from unhampered online behavior. This may be in the form of unrestricted information seeking, self-expressing on social media, or even just selecting entertaining content. How does the latent awareness of algorithmic profiling affect behavior?

3. Chilling effects of profiling activities

3.1. The link between profiling and surveillance

To understand the consequences of profiling, we first draw a link between profiling and surveillance. Relying on Lyon's definition, we know surveillance to mean the collection and processing of personal data for control or influence (Lyon, 2001). A particular form of surveillance, known as dataveillance, refers to the continuous monitoring of citizens on the basis of their meta data or more broadly, their online data (Raley, 2013; Van Dijck, 2014). Unlike traditional surveillance, which aims to monitor for the purpose of gathering details for a specific, given purpose (Lyon, 2014), dataveillance allows for the constant and continuous tracking of data for “unstated preset purposes” (van Dijck, 2014, p. 205). This form of surveil-

lance allows not only for the mass collection of personal data, but also for the ability to constantly build and refine profiles related to individuals and their behaviors. These profiles can then be utilized to develop inferences on future behavior and to predict decision making (Schermer, 2011).

In the private sector, the competitive advantage of the datification of people’s intimate and social lives, in the era of big data, has caused an increase in the capabilities and advance-

ment of dataveillance techniques (Sax, 2016; Van Dijck, 2014). Moreover, routine surveillance of our daily transactions and social interactions has become easier to collect and cheaper to store (Gandy, 2006). This further incentivizes corporate actors...
to maintain large databases of records of our behaviors that can be algorithmically aggregated into profiles, which can be searched at any point in the future (Lessig, 1999; Gandy, 2012). In this article, we focus on how the prevalence of dataveillance techniques is leveraged to conduct profiling activities in the private sector.

In the following sections, we connect the surveillance discourse to chilling effects. We start by discussing the literature on state surveillance and chilling effects. This lays the foundation for the subsequent portions on the profiling practices of corporations and the resulting chilling effects. The focus of this work, algorithmic profiling conducted by corporations, is part of a more extensive “system of surveillants and surveilled” in digital societies (see Fig. 1) that helps to inform this under-researched angle on chilling effects.

### 3.2. Chilling effects of state profiling activities

With the emergence of online government surveillance, there has been much interest in understanding how state surveillance leads to both behavioral modifications and chilling effects. The leading theory on chilling effects was initially proposed by Schauer (1978), who defines chilling effects as an “act of deterrence” or as the “fear, risk, and uncertainty” in regulations that may “deter people from exercising their rights” (p. 689). Until recently, the debate about online chilling effects was largely conceptual and legal, with limited empirical evidence on how online state surveillance deters people from participating freely on the Internet (Penney, 2017). In fact, and despite ample adjacent literature (see below on the spiral-of-silence and privacy paradox), we found very few empirical studies linking state dataveillance explicitly to behavioral modifications and chilling effects. The relative recency of the revelations on the extent of state dataveillance and the difficulty of empirically isolating chilling effects might account for this scarcity of neither conceptual nor legal research. Penney’s (2017) study on Wikipedia activity after the NSA/PRISM surveillance revelations of June 2013 served as the first empirical analysis of online chilling effects. He distinguished four types of online chilling effects: 1) from a statute or regulation with a penalty that prohibits a certain online activity (Schauer, 1978); 2) from state or non-state data surveillance (Solove, 2006, 2007)\(^1\); 3) from vague laws in the legal process with a personalized threat of penalty (Renas et al., 1989; Barendt et al., 1997); and 4) “secondary chilling effects”, where others in a user’s social network (not the users themselves) are chilled. These results illustrate that government surveillance online – in this case, by the NSA after the Snowden revelations – tends to chill people’s online activities (Penney, 2017). Interestingly, this finding contradicts existing literature on the “privacy paradox” phenomenon, which states that discrepancies exist between a user’s concern for privacy and their actual behavior taken to protect their data (Barth and De Jong, 2017). Penney (2017) challenges this theory by claiming that users are reflecting their privacy concerns in their online behavior by not engaging in certain online activities due to privacy concerns about surveillance.\(^2\)

---

\(^1\) Note that Penney’s findings are consistent with Solove’s approach, which discusses how these chilling effects are indicative of a broader “surveillance related pollution” – the larger self-censorship and conformity that is a result of mass surveillance (Solove, 2006; Penney, 2017).

\(^2\) The rich literature on the privacy paradox is summarized in two systematic literature reviews (Barth and De Jong, 2017; Kokolakis, 2017) and one meta-analysis (Baruh et al., 2017). These summaries mostly corroborate Penney’s (2017) point, as they show the absence of a privacy paradox on aggregate across most contexts, except social network sites (Baruh et al., 2017). Moreover,
Other recent forms have corroborated Penney’s account of online chilling effects due to state surveillance. Matthews and Tucker (2017) discovered a chilling effect on users’ Google search behavior after the June 2013 NSA/PRISM surveillance revelations. They looked at whether search traffic for privacy-sensitive terms reduced after these revelations. Their results provided empirical evidence of how surveillance revelations can cause a significant chilling effect on a user’s willingness to search certain terms online. Both Penney’s and Matthews and Tucker’s studies are primarily based on natural experiments. However, adjacent survey-based research has looked into self-censorship across contexts and the factors which influence it. For example, Hampton et al.’s (2014) study on the public perception of the Snowden revelations in the US showed that 86% of Americans were willing to discuss this topic in person, but only 42% of Facebook and Twitter users were ready to post about it online. The authors interpret the findings within the spiral-of-silence theory (see below). While Hampton et al. (2014) did not control for concerns about government dataveillance in their survey, the sizable difference in willingness to discuss the topic in person and on social media suggests that the context of disclosure matters (Nissenbaum, 2004). It seems plausible that the affordances of the social media environment, including persistence and searchability (boyd, 2010), were seen as detrimental for discussing this topic uninhibitedly. Manohka (2018) connects Hampton et al.’s (2014) study to research on chilling effects and the Snowden revelations more broadly, using a Foucauldian lens.

“Indeed, even if a message posted on social media, or an Internet search query, or a purchase made online, or a petition signed, does not trigger an immediate reaction (e.g., from security services or from social media ‘friends’), it might always do so at some future point in time because the information about it is stored in some database and may, for one reason or another, be found and retrieved by some actor. And, as the available studies on the ‘chilling effect’ examined earlier have demonstrated, the awareness of this on the part of the ‘watched’ is increasingly present.” (Manohka, 2018, p. 232)

Finally, Stoycheff et al. (2018) examined how the perception of being surveilled by the government affects how individuals carry out sensitive online activities. Their results “point to a restrictive—but not absolute—chilling effect that persists across different online populations, experimental stimuli, and political contexts” (p. 603). Using two experiments in the US and contextualizing the data analysis within a Panopticon lens, the authors demonstrated state surveillance-driven chilling effects on not only illegal behavior, but also on potentially desirable political behavior.

### 3.3. From state to corporate profiling activities

While traditional forms of state surveillance included techniques such as phone-tapping or photography (Agre, 1994), contemporary methods of (mass or bulk) surveillance can gain insight into our personal lives by accessing how we shop, manage finances, take care of our health, apply for jobs, and maintain social relationships (Bernal, 2016).

In today’s data economy, surveillance by the state works in conjunction with commercial partners. Bruce Schneider (2013) described what is known as the “private/public surveillance partnership” – a concept used to illustrate the cooperative effort undertaken between the government and corporations to collect mass amounts of personal data from users. He explains how our constant interactions with computers and networks produce a large amount of data, data that is collected by corporations. This type of data can be intentionally given by the user – either via Google, Facebook, or any other free service – or inadvertently given through our regular use of our phones and credit cards (Micheli et al., 2018). In turn, the state can collect data from these corporations, rather than from the users directly, creating a “surveillance partnership” between the state and private corporations.

This surveillance partnership only exists because corporations have strong motivations to collect mass amounts of personal data from users. With unprecedented access to user data, corporations can conduct a variety of activities to better understand and predict customer behavior. A New York Times investigation stated that the location-targeted advertising market, based on location data from different smartphone apps, reached $2.1B in 2018 (Valentino-DeVries et al., 2018). Companies can choose to use or analyze this data either for their purposes or sell this data to advertisers, retailers, or even hedge funds—all to reveal patterns and to “seek insights into consumer behavior” (Valentino-DeVries et al., 2018). A spokesperson from GroundTruth, a location technology company, explains how tracking can be used to reveal a person’s preferences (Valentino-DeVries et al. 2018). GroundTruth claims they can not only determine who a person is but can also predict and influence what a person will do next, simply based on where these users have been or are going. This information is a type of inference that can then be used by companies to create profiles of its customers.

For example, Google paid MasterCard millions of dollars for its ability to track if Google’s online ads led to purchases in physical stores (Bergen and Surane, 2018). Google’s program, known as “Store Sales Measurement,” claims to have access to “approximately 70 percent of U.S. credit and debit cards through partners” without gathering personally identifiable information. Google can then “anonymously match these existing user profiles” to purchases made in the physical stores (Bergen and Surane, 2018). Another example is FriendlyScore, a UK-based startup whose business model focuses on harnessing social media data to create a credit “scorecard” that is then sold to credit lenders. This “scorecard” compiles all publicly available online information, including wall posts, check-ins, and requested deliveries. These profiles are then used as risk assessments that aim to “predict the future intentions” of borrowers, determining whether or not a financial institution should provide a loan to a user (Holman, 2014).

Two crucial issues become evident in these examples. First, once digital data is created, typically about a single type of information such as location, it can be used in other contexts and converted, through inferring, into other types of information (e.g., preferences). Second, combining data from differ-
ent sources is commonplace and matching across platforms is routinely done.

3.4. Chilling effects as a result of peer surveillance

3.4.1. Literature on chilling effects of social platforms

Existing literature on chilling effects has provided evidence of different behavioral modifications, both online, through self-censorship and behavior customization, as well as offline via impression management (Marder et al., 2016). However, the literature tends to conceptualize chilling effects primarily as a response to peer monitoring or government monitoring; we are not aware of in-depth studies on the chilling effects of corporate or public/private partnership monitoring and profiling. We thus proceed to discuss relevant adjacent studies that are informed by theories in media and communication.

The “spiral of silence” (SoS) theory, which originated in communication and public opinion research (Noelle-Neumann, 1974), illustrates how individuals monitor their social environments and develop perceptions about which opinions are popular (i.e., the majority) and which ones are less popular (i.e., the minority). SoS refers to the process of self-censorship that occurs when an individual believes their opinion belongs to the minority opinion, resulting in a stronger dominance of the majority opinion over time. In the age of social media and especially after the 2013 Snowden revelations, SoS saw a revival. Stoycheff (2016) observed a decrease in a willingness to speak out on a variety of online platforms, such as online forums (Kim et al., 2014; Yun and Park, 2011) and social networking sites (Fox and Warner, 2014), in relation to a person’s perceived climate of opinions. Stoycheff (2016) was also responsible for connecting the chilling effects theory with SoS theory by providing empirical evidence that, under certain conditions, knowledge about government surveillance may threaten the willingness to speak out on minority opinions, contributing to the reinforcement of majority views. Moreover, in an attempt to conform to the majority, she observed that users displayed both a silencing as well as a self-censoring effect (Stoycheff et al., 2018).

3.4.2. Literature on chilling effects of social pressures

In addition to chilling effects that result from government surveillance, other research has documented evidence of chilling effects due to social pressures or peer surveillance. Manokha (2018) argued that online self-censorship and self-restraint were primarily due to large audiences of peers, as opposed to state or corporate surveillance concerns. Similarly, Brandtzæg et al. (2010) found that conformity on social media sites occurs when individuals are exposed to increased surveillance by other members online. Marder et al. (2016) provided corroborating evidence of how “peer to peer monitoring” (Andrejevic, 2004) can result in chilling effects, even in the offline world. When users are aware of online audiences in the offline world (e.g., attending a party with some of your Facebook friends), they tend to modify or censor their behavior in the offline domain in anticipation of the online consequences (Marder et al., 2016). Das and Kramer (2013), in a large-scale study based on behavioral data from 3.9 million Facebook users, found that 71% percent of these Facebook users had engaged in “last-minute self-censorship” within a 17 day period. These users had already formulated a post or comment, but then decided to delete it before posting. Demographic characteristics, audience control characteristics (e.g., how strict someone’s privacy settings are and whether the post was supposed to occur in a group), and network composition (e.g., political opinion heterogeneity of someone’s Facebook friends) were key factors in explaining this last-minute self-censorship.

These findings on chilling effects from (the fear of) peer monitoring can be explained by the context collapse theory (Marwick and boyd, 2011). On more established social media platforms, such as Facebook and Twitter, users especially face the challenge of multiple audiences with different interests. In other words, on such platforms, different contexts come together and collapse, which can lead to self-presentation strategies that appeal to the “lowest common denominator” (Hogan, 2010). Ultimately, this may lead to an uncritical public sphere: individuals only post inoffensive and newsworthy content (such as job updates, graduations, family news, or funny videos) that most of their friends or followers might be interested in, refraining from posting more controversial or politically charged content. Thus, in many online environments—particularly on social media - state, corporate, and peer surveillance coexist, leading to a distinction between social privacy and institutional privacy (Raynes-Goldie, 2010; Young and Quan-Haase, 2013). This makes it difficult to isolate the chilling effects of specific types of surveillance.

3.5. Other behavioral effects due to profiling activities

Chilling effects are not always apparent, straightforward, or directly linked to the consequences of profiling. They are frequently intangible and difficult to identify or quantify (Cas et al., 2014), resulting in limited research on the correlation between profiling and chilling effects. However, scholars have discovered other forms of behavioral effects, such as the customization of behavior and behavioral manipulation, that can result from profiling.

3.5.1. Customization of behavior

Schmerer (2011) claimed that a fear of the government’s extensive profiling capabilities could reduce a user’s willingness to speak out and can limit a user’s participation in public discourse. Schmerer (2011) also argued that this fear, and its respective behavioral consequences, can materialize whether or not the profiling itself is effective. However, the effectiveness of profiling remains under-researched and is difficult to assess given the confidential nature of profiling algorithms and black-boxing due to the complexity of self-learning mechanisms (Burrell, 2016; Pasquale, 2015). Other authors suggest that individuals customize their behavior in anticipation of the perceived expectations of the profilers (Gráf, 2017; Koops, 2008). Dumortier (2010) argues that behavior customization, as a result of profiling, can risk individual autonomy (Kandias et al., 2016).

3.5.2. Behavioral manipulation

Since a majority of users are unaware of how profiling activities can impact our preferences, actions, and beliefs
(Gräf, 2017; Hildebrandt, 2008), discoveries of how Facebook allows advertisers to target vulnerable teenagers (Machkovech, 2017) or of how Uber influences the behavior of customers and drivers (Cano and Rosenblat, 2017) have become of interest to the broader population.

Manipulation is best described as a hidden influence or the “covert subversion of another person’s decision-making power” (Susser, Roessier, and Nissenbaum, 2018, p. 2). In contrast to persuasion, which occurs in plain sight, manipulation occurs without knowledge of the forces at play (Susser et al., 2018; cf. also Zarsky, 2019). Unlike coercion, manipulation exploits the manipulée’s (cognitive or affective) weaknesses (Susser et al., 2018). In other words, manipulation, in the digital world, not only has a technical component — namely the ability to tailor content to individuals, based on collected data traces, through the use of advanced data analytics tools — but also a psychological one through the exploitation of psychological vulnerabilities (Zarsky, 2019). Automated manipulation exploits human weaknesses and behavioral biases (for an extensive overview of behavioral research and market manipulation see: Hanson and Kysar, 1999). Thus, even if Gräf (2017) argues that “we cannot take profiling into account when planning future actions, even when we know it somehow impacts our options” (p. 4), literature on behavioral biases will tell us that even if we knew how profiles are used, we would likely still be subject to automated manipulation.

The literature argues that information technology has made manipulation considerably easier and has enlarged the scope of manipulation practices (Susser et al., 2018; Zarsky, 2019). First, because of the widespread use of profiling algorithms (or surveillance tools); second, because digital platforms and the sharing economy encourage dynamic, interactive, and constant exchange — creating personalized architectures; third, because we leave data traces in almost all aspects of our lives (i.e., so much that we do generates data and can be aggregated to a whole) (see Susser et al., 2018; Zarsky, 2019).

It is outside the scope of this paper to extensively elaborate on why manipulation is problematic. While we intuitively consider manipulation “wrong”, automated manipulation is primarily harmful because it undermines an individual’s autonomy (Susser et al., 2018; Zarsky, 2019). Autonomy constitutes the ability to choose between reasonable options and to make an informed decision concerning one’s own life (Dworkin, 1988). Corporations can manipulate not only an individual’s economic choices and preferences — which can lead to inefficient market outcomes (Zarsky, 2018) — but also have the capacity to shape social and political behaviors, posing a threat to democratic and free societies.3


Despite an increasing interest in data-based surveillance, in general, and chilling effects in particular, empirical research is scarce and scattered. The few studies that have attempted to empirically assess chilling effects have primarily focused on government (or state) surveillance (e.g., Penney, 2017), not on corporate surveillance practices. The identification and isolation of corporate chilling effects might prove challenging due to the Gordian knot of corporate surveillance, government surveillance, and peer monitoring in many online contexts. Therefore, the intricacies of how corporate profiling practices constrain individuals’ behavior remain under-researched and under-developed.

4. Regulating profiling activities of corporations

While neither European nor US legal regimes explicitly regulate corporate chilling effects, the chilling capacity of data-based corporate surveillance, discussed in Section 3, should be of central concern to legal scholars and practitioners interested in understanding and responding to the harms that may result from corporate surveillance activities, as well as those who are concerned more traditionally with chilling effects that result from government surveillance.

The section below reviews how legal regimes in both the EU and the US may interact with corporate chilling effects. It also attempts to provide an overview of the gaps that exist in both regimes, as well as identify areas where the law may have the capacity to address certain kinds of chilling effects.

4.1. European approach

4.1.1. Data protection law

In 2011, the Special Eurobarometer on attitudes towards data protection and electronic identity in the European Union revealed that many Europeans feel uncomfortable with practices involving online profiling (Special Eurobarometer, 359). It is, therefore, not surprising that the General Data Protection Regulation (GDPR), which was established to promote trust in the digital economy, includes a definition of profiling (cf. Rec. 7 GDPR). A Working Party 29 (WP29) advice paper, adopted in May 2013, has also urged policymakers to include a definition of profiling in the GDPR.4 In line with its earlier Opinion 01/2012 (WP 191), the WP29 reasoned that the creation of profiles could significantly impact an individual’s right to data protection and therefore, aside from defining the term, more should be done to explain the risks of profiling.

These concerns encouraged policymakers and data protection authorities to examine the issue more closely. Nowadays, case law from the Court of Justice of the European Union (CJEU) and the GDPR both emphasize the importance of providing individuals with safeguards against undesirable corporate profiling activities (Petkova and Boehm, 2018). The GDPR defines automated profiling as: “any form of automated processing of personal data consisting of the use of personal data to...”

evaluate certain personal aspects relating to a natural person, in particular to analyze or predict aspects concerning that natural person’s performance at work, economic situation, health, personal preferences, interests, reliability, behavior, location, or movements” (Art. 4(4); emphasis added).

Profiling is thus composed of three elements: 1) the automated processing of 2) personal data, with the objective to 3) evaluate particular aspects of a specific natural person. While the first two elements are critical terminologies known (or at least, often debated and substantiated in case law) within the European data protection framework, the third element, namely the evaluation of personal aspects, has been less well-defined.

According to the WP29 and its “Guidelines on Automated individual decision-making and Profiling” which was last revised and adopted in February 2018, the “use of the word ‘evaluating’ suggests that profiling involves some form of assessment of judgment about a person” (WP29, Opinion WP251rev.01, p. 7). If, from the classification of data, no such assessment of judgment results, e.g., because it is an analysis for merely statistical purposes or for acquiring only an aggregated overview, then it does not fall under the concept of profiling (WP29, Opinion WP251rev.01, p. 7). However, if the gathered data is evaluated to determine the characteristics of an individual or a specific group of individuals, especially to predict an individual’s or group of individuals’ behavioral patterns, interests, or abilities; then such processing falls under the scope of the GDPR’s profiling definition (WP29, Opinion WP251rev.01, p. 7). A typical example of such profiling activities are those conducted by data brokers who collect data from different private and public sources and develop profiles. These profiles are then sold to companies to better target goods and services to those individuals or groups (Symons and Bass, 2017). As Symons and Bass (2017, p. 19) explain, certain companies “can combine data from multiple sources to build a personal profile of more than 1000 pieces of information (...) from this, they can derive an even larger number of behavioral insights, primarily about an individual’s buying intention across a range of different products.”

A particular focus of the GDPR is automated decision-making. Profiling is seen as a means to enable automated decision-making and is thus typically included within the term. Profiling can sometimes also involve human decision-makers. In this sense, the profiling process contains the following elements: the collection of data, the development of the model by either humans or (machine-learning) algorithms, and finally the decision-making itself (Kamarinou, Millard, and Singh, 2017).

A data subject has the right to demand not to be subject to such automated decision-making (which includes profiling), if such a decision produces legal effects or similarly significant effects (Art. 22(1) of the GDPR). According to the WP29, even if the decision-making is not “purely automated” because the data controller has “fabricated” some human involvement within the decision-making procedure (e.g., a human-in-the-loop who merely applies the profiles to individuals or groups of individuals without any actual influence on the result), the data controller will remain subject to the obligation of Art. 22(1) of the GDPR (WP29, Opinion 2018, WP251 rev 01, p. 21). Furthermore, “the GDPR does not just focus on the decisions made as a result of automated processing or profiling (...) but it (also) applies to the collection of data for the creation of profiles, as well as the application of those profiles to individuals” (WP29, Opinion 2018, WP251 rev 01, p. 5).

It is important to note that the above-cited opinions and guidelines of the WP29 are by no means legally binding and that the literature has criticized the legal shortcomings of the European data protection law when it comes to regulating profiling activities and inferential analytics (Wachter, 2019; Wachter and Mittelstadt, 2018). One major criticism is that the focus of data protection law rests too much on the processing of “personal data” (i.e., the “input” into a processing system) and offers merely procedural rights, rather than focusing on the “output” that results from inferential analytics or on regulating the impact of automated decision-making. In fact, Wachter and Mittelstadt (2019) thoroughly analyzed the applicability of the GDPR on inferential analytics. They noted that the WP29 remained silent on how the GDPR classifies the processes that lead to inferences; moreover, the jurisprudence of the CJEU, so far, applies data protection law only to input data and does not ensure the transparency and accuracy of decision-making processes. This lack of regulation might be problematic with respect to the private sector’s use of profiles and inferential analytics, as they do not have to adhere to predefined, and through democratic means, legitimized decision-making standards (Wachter and Mittelstadt, 2018).

Similarly, another criticism highlights that the regulatory framework, which addresses corporate profiling activities, firmly focuses on the collection and processing of personal data; however, this neglects scenarios in which companies do not need to rely on personal data to create traceable profiles of individuals. In fact, Gräf (2017), notes that companies can make inferences about individuals without requiring the processing of personal data or without the need to identify them. Due to privacy law restrictions, for example, online marketers increasingly base their profiling algorithms on statistical inferences derived from the available information because specific, personal, characteristics are hard to access or observe directly (Chen et al., 2017). In such a setting, the GDPR could be bypassed altogether because identification (or possible identification) is no longer necessary for profiling (Gräf, 2017; George et al., 2018). If non-identifiable individuals are adversely influenced and affected by profiling activities, then they need to look for other (legal) remedies to address these challenges, such as non-discrimination law (Schreurs et al., 2008; Schermer, 2011; Le Métayer and Le Clanche, 2012; Custers et al., 2013; Mantelero, 2014; Taylor, 2017; EU FRA 2018).

---

5 Even though the Council of Europe Recommendation CM/Rec (2010)13 (Council of Europe 23 November 2010) inspired the definition of profiling within the GDPR, the Regulation did not adopt the Council’s definition of profiling. The Council defines profiling as any “automatic data processing technique that consists of applying a ‘profile’ to an individual, particularly in order to take decisions concerning her or him or for analyzing or predicting her or his personal preferences, behaviors and attitudes”. See Council of Europe Recommendation CM/Rec (2010)13 (Council of Europe 23 November 2010), available at <https://rm.coe.int/16807096c5> (last visited March 6, 2019).
4.1.2. Beyond the GDPR: Declaration aiming to reduce potential algorithmic-inferential discrimination

While the GDPR tries to address the consequences of profiling with personal data, its recitals (in particular 75 and 85) indicate that policymakers were aware of the discriminatory potential of algorithmic inferences and decision-making as well as the associated risks for the fundamental rights and freedoms of natural persons. It is questionable whether the GDPR is the right instrument to address the discriminatory consequences of the processing of personal data.

According to the Declaration by the Committee of Ministers on the manipulative capabilities of algorithmic processes, data protection laws do not suffice in protecting against discrimination. Humans have the right to form opinions and make decisions independently of automated systems that emanate from advanced digital technologies (Council of Europe, 2019). The Council of Europe (2019) has expressed concerns regarding the consequences of the growing capacities of machine learning tools, including choice prediction, the influence of emotion and thought, and the ability to alter, sometimes subliminally, an anticipated course of action. The Committee of Ministers agreed on the central problem underlying these advancements: the power they confer to those using and developing fine-grained, subconscious, and personalized-level-of-persuasion algorithmic tools, especially in situations where oversight and control are conspicuously absent. This type of power is alarming because it “may have significant effects on the autonomy of individuals and their right to form opinions and take independent decisions” (Council of Europe, 2019), going against the foundational belief that the dignity of humans lies on being independent moral agents.

In this respect, the Council of Europe (2019) appraises that inferences about intimate and detailed information from individuals do affect the exercise of human rights in a much broader sense than the mere notion of personal data protection and privacy. In their words, this process “supports the sorting of individuals into categories, thereby reinforcing different forms of social, cultural, religious, legal and economic segregation and discrimination.” Indeed, data-driven technologies prioritize certain values over others, shaping the contexts and environments in which individuals (users and non-users) process information and make decisions. In a way, these technologies are discriminatory by nature, challenging and blurring the negative impacts of such discrimination.

4.2. United states approach

4.2.1. Privacy laws

Unlike the EU, the US does not directly regulate corporate profiling activities and lacks comprehensive legislation governing data protection. The general rule in the US is that non-governmental profiling activities are subject only to the contractual terms of data collection and use, agreed to by the user and the corporation, at the point of collection. Instead of being subject to direct regulation, the regulation of corporate profiling activity in the US takes the form of regulatory regimes that attempt to place restrictions 1) on the scope and terms of collection and use of user data; or 2) on the scope and terms of the decisions that can be made about people based on corporate profiling. The first approach encompasses traditional, sector-specific US privacy law and consumer protection regimes. The second approach is primarily achieved via anti-discrimination laws.

First, restrictions on the collection and use of profiling data are regulated by privacy and consumer protection laws, such as the Health Insurance Portability and Accountability Act of 1996 (HIPAA). Title II of HIPAA establishes procedures for maintaining the privacy and security of personally identifiable health information and creates civil and criminal penalties for violations. While some scholars argue that profiling activities should fall under HIPAA due to the sensitivity of the data collected by platforms (Stark, 2018), other experts find HIPAA to be inadequate with regards to profiling activities. The latter argue that it does not cover health data shared by online shopping services (e.g., if a person buys a knee brace), health data collected by tech companies (e.g., Fitbit, Apple Watch), or any of the digital traces left online - all of which could provide insights into an individual’s health (Chen, 2019; Reece and Dandforth, 2017).

Another regulation that might cover profiling activities is the Fair Credit Reporting Act (FCRA), which includes activities conducted by consumer reporting agencies, users of consumer reports, and furnishers of consumer information. FCRA has been used in the past to curb certain profiling activities. In 2001, for instance, the US Court of Appeals for the District of Columbia upheld the FTC’s decision to order TransUnion Corp. to stop selling consumer reports, in the form of targeted marketing lists, under FCRA. Scholars have argued that FCRA may apply to the use of social media profiles to determine eligibility for employment (Fair, 2011) and Facebook’s system of rating and profiling users’ trustworthiness to sell to third parties (Levitin, 2018). Lastly, the Children’s Online Privacy Protection Act of 1998 (COPPA) protects against the online collection of personal information of children under 13 years of age and of children with disabilities. With respect to the

---

6 In Europe, non-discrimination is enshrined in Art. 21 and 23 of the European Charter of Fundamental Rights (EU CFR) prohibits any discrimination based on any ground such as sex, race, colour, ethnic or social origin, genetic features, language, religion or belief, political or any other opinion, membership of a national minority, property, birth, disability, age or sexual orientation. This right has been spelled out in several directives, including the Directive 2000/43/EC against discrimination on grounds of race and ethnic origin, the Directive 2000/43/EC against discrimination on grounds of race and ethnic origin, the Directive 2000/78/EC against discrimination at work on grounds of religion or belief, disability, age or sexual orientation, Directive 2006/54/EC equal treatment for men and women in matters of employment and occupation, the Directive 2004/113/EC equal treatment for men and women in the access to and supply of goods and services and the Directive Proposal (COM(2008)462) against discrimination based on age, disability, sexual orientation and religion or belief beyond the workplace.


8 The Fair Credit Reporting Act, 15 U.S.C. § 1681

9 See https://caselaw.findlaw.com/us-dc-circuit/1375325.html

limits on corporate profiling, COPPA imposes specific affirmative responsibilities on operators to protect children’s privacy and safety online, including restrictions on marketing to those under 13.

Meaningfully regulating corporate profiling activities in the US via HIPAA, FRCA, and COPPA would prove challenging. These laws primarily operate to limit profiling activity by regulating the kinds of information that can be collected, and, in some cases, how and whether the information may be disclosed. Even though some of these laws have additional requirements (for example, FCRA requires that credit reporting agencies are accurate regarding consumer credit information), none of them place meaningful restrictions on profiling activities. Profilers are not primarily interested in information disclosure or sharing, but rather in the inferences that can be drawn from information. Even laws, like FCRA, that require accuracy do not restrict the uses to which such information may be put or its downstream effects. Moreover, the narrow extent of these laws’ regulatory scope to particular subject areas and definitions of “personally identifiable information” means that other identifiable information can be used to build user profiles while still remaining compliant with the law. Although these sector-specific laws provide increased transparency and disclosure regarding profiling activity, transparency, in itself, does not directly prevent the profiling activity nor its harmful results.

Nevertheless, transparency remains the primary regulatory approach to profiling activities in the US. On a state level, Vermont passed the first law in the US to regulate data brokers, requiring data brokers who collect, aggregate, and sell data about Vermont residents to register on a publicly available state registry. The registry requires data brokers to detail whether they have any way for consumers to opt out of the collection, and to detail any data breaches they have had in the past year. Data brokers play a significant role in the corporate profiling economy; they collect and share information about consumers from a wide variety of commercial, government, and other publicly available sources and then sell this information, in the form of marketing products (including consumer profile lists) to many third-party services (Ramirez et al., 2014). By requiring data brokers to register, Vermont is hoping to provide increased transparency about the extensive profiling activities of this otherwise-obscure part of the data market.

The California Consumer Privacy Act, the recent landmark California privacy law, takes a similar approach to profiling. It provides data subjects with the right to know what personal information is being collected about them, the right to know whether their personal information is sold or disclosed and to whom, the right to opt out of the sale of their personal information, and the right to request access to the personal data collected about them. Like other regulatory attempts aimed at transparency, these rights help increase awareness of corporate profiling activities and may reduce associated harms, but they do not prevent corporations from profiling. Indeed, the right to know what information is collected and sold does not necessarily help an individual understand what the harmful consequences of such collections/sales activity may be.

US consumer protection regimes also place limits on the scope of permissible contract terms between users and companies regarding the collection and use of user data. The FTC, as well as all 50 US States, prohibit companies from engaging in “unfair and deceptive acts and practices (UDAP).” UDAP laws are the primary basis for regulating corporate data practices in the US, under the theory that specific uses of user data exceed the scope of the terms of collection to which users agreed to, and as such, is unfair and deceptive.

However, regulating profiling activities via consumer protection also faces significant limitations. US consumer protection law is confined to the contract the consumer signed. As a result, claims can only be brought against the entity collecting the data, not necessarily the body engaged in the profiling activity that may be harming consumers. Take the WSJ health insurance story example discussed in the introduction: suppose some of the data used by health insurers were initially collected from Venmo. As long as the sale of data to third parties by Venmo is allowed under the contract users sign with Venmo, it would be challenging to argue that the sale of such data to health insurers is unfair or deceptive. Moreover, much of Venmo data is public - making it even more challenging for consumers to claim that the subsequent use of that data for profiling purposes exceeds the contractual scope of their agreement with Venmo.

The scope of the US consumer protection’s regulation of profiling may be shifting. This spring, the DETOUR Act, a bipartisan bill from Sens. Mark Warner and Deb Fischer, was introduced to prohibit certain qualifying online platforms from using deceptive user interfaces, known as “dark patterns,” to manipulate users and extract personal data. The FTC recently fines Facebook $5 billion, the largest fine the agency has yet leveled against any technology company, for violating the terms of Facebook’s 2011 privacy settlement. In addition, the District of Columbia is engaged in ongoing litigation against Facebook for the sale of third-party data to Cambridge Analytica, under its UDAP laws, with other states likely

11 Data Broker Regulations Act, 9 V.S.A. § 2430.
12 Additionally, several states, in the past year, have expanded their state privacy laws, including Oregon, Nebraska, Louisiana, Iowa, Arizona, Colorado, South Dakota, Alabama, Washington DC, and California. Most significantly, California passed a landmark new privacy law last year. Though negotiations about the new law is still ongoing and the law does not take effect until 2020, the draft form of the law creates several new provisions that would make it the most extensive data protection law in the US.

13 California Consumer Privacy Act, AB-375; bill text at: https://leginfo.legislature.ca.gov/faces/billTextClient.xhtml?bill_id=201720180AB375.
14 FTC Act §5(a), 15 USC §45.
to follow suit. These lawsuits argue that data collectors, like Facebook, should be liable for downstream harmful consumer effects that result from the sale of data and profiling activities. If the courts accept this argument, it could significantly expand the scope of consumer protection laws to include harms arising from profiling behavior.

4.2.2. Anti-discrimination laws
The other significant way profiling activities can be regulated in the US is via anti-discrimination laws. This approach does not focus on the terms of collection or on the use of user data in building out a profile, but rather on whether the profiling activity results in discrimination. US discrimination laws take two approaches: discrimination based on disparate treatment and discrimination based on disparate impact. Corporate profiling activity may be implicated in either kind of discrimination claim, based on whether 1) the profiling activity is itself an instance of disparate treatment, or 2) the profiling activity creates a disparate impact among different groups.

Returning to the WSJ example, let us imagine that instead of health insurers, employers were using social media data to screen potential employees. If potential employers were only using social media data to screen applicants that they suspected of being foreign nationals, this may give rise to a claim of disparate treatment, since this profiling activity singles out applicants on the basis of national origin and subjects them to additional screening. Alternatively, imagine an employer is screening all applicants, but this profiling results in all foreign-born applicants being excluded from consideration for employment. This could give rise to a claim of disparate impact.

Regulating profiling activities via discrimination has two significant drawbacks. First, discrimination cases are difficult to prove and hard to discover, even more so in the context of online profiling. Second, relying on discrimination law to regulate profiling activity fails to provide comprehensive protection against the harms from corporate profiling. This approach only provides protection from those profiling activities that discriminate on the basis of already protected attributes, e.g., between male and female job candidates. Other profiling behavior, such as attempting to identify or predict whether someone is at a high risk for health insurance coverage, or is likely to default on a loan, are not currently covered by discrimination law, yet may nevertheless result in other harmful impacts, including chilling effects.

5. Roadmap for future work
Based on the analyses in the previous sections, we present four focus areas for future research. These provide an agenda for research on chilling effects, both conceptually and empirically.

5.1. Focus area 1: The chilling effects of corporate profiling should be studied in more depth
Our literature review showed how chilling effects are strongly associated with government surveillance and peer surveillance. However, chilling effects due to corporate surveillance have not received the same academic attention. As illustrated throughout this article, algorithmic profiling is an essential type of surveillance. But to date, our knowledge of how users’ actions are chilled because of corporate profiling is limited. Moreover, it is uncertain, from a regulatory and normative perspective, which behavioral changes should be a regulatory or a fundamental rights concern. Therefore, we call for more research into chilling effects as a result of corporate profiling.

In empirical terms, studying chilling effects is challenging for several reasons. First, chilling effects are a behavioral phenomenon with a temporal trajectory. Ideally, research on chilling effects should rely on behavioral and longitudinal data. However, such data is difficult and expensive to obtain, requiring advanced data analytical skills. Second, chilling effects are hard to isolate because the behavioral change might be caused by factors other than surveillance or profiling. Experiments, especially natural and field experiments, are therefore better suited to identify chilling effects causally. However, such experiments come with ethical problems. For example, exposing one group to a higher degree of profiling than the control group, for the purpose of testing a modification of behavior, is problematic. Third, empirical research on chilling effects needs a solid conceptual foundation. Our summary of the literature has shown that chilling effects theory, particularly when it comes to corporate profiling, is still emerging and quite dispersed. Having more solid theoretical foundations will allow for a better operationalization and measurement of chilling effects and bring scholars across disciplines into conversation. Actor-network theory could serve as a useful theoretical lens for applying these methods (Latour, 1996; Law, 2009).

5.2. Focus area 2: Corporate profiling activities and corresponding chilling effects should be studied across application domains
Our second focus area relates to the application domain, type, and intensity of profiling. We have shown several examples of corporate profiling, based on popular media coverage (Bergen and Surane, 2018; Scism, 2019; Valentino-DeVries et al., 2018) and academic literature (Penney, 2017). These examples include application domains such as finance (Scism, 2019), entertainment (Valentino-DeVries et al., 2018), and commerce/marketing (Bergen and Surane, 2018; Brayne 2017). Furthermore, we have further identified criminal justice, healthcare, public assistance, and employment as essen-
tial application domains. We have limited knowledge of where profiling is most prevalent and intense and where user awareness about profiling is most pronounced. Thus, comparative studies could systematically assess profiling types and intensities across application domains. Computational methods could serve to map such differences, for example via systematic access requests. In a second step, this information could be connected to user studies in terms of chilling effects. In other words, it could be tested whether the type and intensity of profiling corresponds with user awareness and (chilled) behavior.

5.3 Focus area 3: Chilling effects from corporate profiling should be studied from a social inequalities and social justice perspective

Our third focus area relates to social justice and inequality. Recent privacy literature has shown an increased interest in social inequalities, stressing the disproportionate surveillance of disadvantaged groups (e.g., Eubanks, 2014; Madden et al., 2017; Marwick and Boyd, 2018). At the same time, algorithmic discrimination has become a topic of great concern (Noble, 2018). This is in line with the idea of social sorting in the surveillance studies literature (Lyon, 2003). While direct connections between this literature and chilling effects are apparent, they have not received the attention they deserve. Murray and Fussey (2019, p. 46) point out that “[…] it is the groups holding the fewest resources […] that are most heavily impacted upon by chilling effects.” Accordingly, we call for more focus on the entanglements between class, gender, age, and race on one hand and chilling effects due to corporate surveillance on the other hand. What does it mean in terms of democratic representation and voice when those who are already disadvantaged are disproportionately affected by profiling and therefore, particularly likely to be chilled? Action research and close collaboration between researchers and social justice groups are particularly promising avenues to address inequalities in chilling effects that result from corporate profiling. Crucially, the perspectives and expertise from those most affected are needed.

5.4 Focus area 4: Chilling effects from corporate profiling need more attention in both European and US Law

Our final focus area connects to our legal analyses in Section (4). As this analysis shows, substantial differences, but also similarities exist between European and US regulatory approaches to corporate profiling. One particularly noteworthy similarity is that, while both legal regimes are beginning to grapple with some of the harms of corporate profiling activity, none of these early responses explicitly consider the chilling effects such activity may have. To develop regulatory responses to corporate profiling activity will first require establishing empirically what current research already implies: that such profiling behavior results in the suppression of online and offline activity, resulting in concrete individual and societal harms. From such work, both US and European regimes may begin to craft adequate legal responses, with the aim of protecting individuals from harmful downstream impacts that may arise from corporate profiling based on legitimate online and offline behavior.

6. Conclusions

In this article, we provided an overview of the literature on corporate profiling and chilling effects, with the aim of connecting the two topics. We started by explaining how profiling creates substantial power asymmetries between users and corporations (Zuboff, 2019). Particularly, we stressed the notion of inferences and the increasingly automatic nature of decision-making as essential aspects of profiling. We then discussed chilling effects in depth and connected them to corporate profiling in three ways. First, we stressed the similarities between profiling and surveillance. Second, we illustrated chilling effects as a result of state and peer surveillance—as contexts with more established evidence than chilling effects of corporate surveillance. Finally, we spotlighted the customization of behavior and behavioral manipulation as particularly significant issues in this discourse. While Section (3) approached the topic from a predominantly social science perspective, the next section was dedicated to exploring the legal foundations of profiling through an in-depth analysis of European data protection and anti-discrimination laws and US sector-specific and state laws. We found that both approaches do not sufficiently address the issues relating to the profiling activities of corporations. While there is an attempt to regulate differential impacts of profiling via anti-discrimination statutes, few policies focus on combating generalized harms of profiling, such as chilling effects. Finally, we brought the diverse strands of literature together in four focus areas to guide future research on the topic.

Our article highlights the importance of reflecting on the potential externalities of algorithmic profiling by corporations from a theoretical and practical angle. It shows the need to frame corporate profiling as a matter of concern that goes beyond just privacy and data protection, but as a potential threat to individual autonomy. Coming back to the example at the beginning of the article (Scism, 2019), this case and similar stories (e.g., the increasingly pervasive nature of profiling and citizen scoring in China) should ring alarm bells. If individuals are increasingly aware of corporate profiling and preemptively adapt their behavior to appease profiling systems, we might find a more streamlined and competitive society, with less space for non-conformity and alternative lifestyles. Citizens who are unaware of these profiling activities would be left out of the optimization game and would be disproportionately penalized and discriminated against, for example when trying to get a loan or a new job. Thus, awareness about profiling activities and the necessary media literacy skills needed to react to them (which are likely correlated with existing markers of socioeconomic status such as education and income) could become a new axis of discrimination, exacerbating existing inequalities. The fact that the few empirical studies on the chilling effects of government surveillance found evidence for such effects (Penney, 2017; Stoycheff et al., 2018) suggests that similar mechanisms are at play with corporate profiling.
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